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ABSTRACT

We present an unsupervised learning method for classifying consumer insurance claims according to their suspiciousness of fraud versus nonfraud. The predictor variables contained within a claim file that are used in this analysis can be binary, ordinal categorical, or continuous variates. They are constructed such that the ordinal position of the response to the predictor variable bears a monotonic relationship with the fraud suspicion of the claim. Thus, although no individual variable is of itself assumed to be determinative of fraud, each of the individual variables gives a “hint” or indication as to the suspiciousness of fraud for the overall claim file. The presented method statistically concatenates the totality of these “hints” to make an overall assessment of the ranking of fraud risk for the claim files without using any a priori fraud-classified or -labeled subset of data. We first present a scoring method for the predictor variables that puts all the variables (whether binary “red flag indicators,” ordinal categorical variables with different categories of possible response values, or continuous variables) onto a common −1 to 1 scale for comparison and further use. This allows us to aggregate variables with disparate numbers of potential values. We next show how to concatenate the individual variables and obtain a measure of variable worth for fraud detection, and then how to obtain an overall holistic claim file suspicion value capable of being used to rank the claim files for determining which claims to pay and the order in which to investigate claims further for fraud. The proposed method provides three useful outputs not usually available with other unsupervised methods: (1) an ordinal measure of overall claim file fraud suspicion level, (2) a measure of the importance of each individual predictor variable in determining the overall suspicion levels of claims, and (3) a classification function capable of being applied to existing claims as well as new incoming claims. The overall claim file score is also available to be correlated with exogenous variables such as claimant demographics or high-volume physician or lawyer involvement. We illustrate that the incorporation of continuous variables in their continuous form helps classification and that the method has internal and external validity via empirical analysis of real data sets. A detailed application to automobile bodily injury fraud detection is presented.
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1. Importance of the Problem and Overview of Solution

1.1 Problem Importance

The National Insurance Crime Bureau estimates about 10 percent of property and casualty insurance claims are fraudulent, which costs Americans $30 billion per year with annual average household insurance premiums $200 to $300 higher because of the cost of fraud. When indirect costs of fraud are incorporated, this cost may rise to $1,000 per year per family (Texas Department of Insurance 2006). More recently the Federal Bureau of Investigation (FBI) estimated these costs at more than $40 billion per year, resulting in an increase in family insurance premiums of between $400 and $700 per year (Federal Bureau of Investigation 2008). The Insurance Research Council puts the cost of automobile insurance fraud alone at $15–20 billion per year and estimates that approximately one-third of all bodily injury claims in automobile accidents have some degree of fraud in their claimed amount. If other lines of insurance are included, the total cost of insurance fraud may exceed $120 billion annually (IRC 2008). Thus, insurance fraud is a very serious problem, and the detection of fraud is quite important economically.

Unfortunately the problem of detecting insurance fraud is very difficult. It does not lend itself to traditional supervised statistical classification methods such as logistic regression, because by the nature of insurance fraud, it is usually costly, and often impossible, to obtain a “training sample” of insurance claims with known unambiguous fraud labels (i.e., a variable indicating whether the claim is fraudulent or legitimate). This is required for estimating parameters in standard supervised classification models. Even if one could obtain these labels, they can be subject to classification errors that contaminate a supervised classification model.

Finally, those who commit fraud specifically and thoughtfully attempt to cover their tracks so as to avoid being identified, and if a supervised model for detection is developed, the fraudsters can change their behavior to reduce the effectiveness of the detection method used. Therefore, supervised learning methods (e.g., logistic regression, discriminant analysis, support vector machines [SVM], Bayesian additive regression trees [BART], neural networks), although well developed and accessible for certain types of fraud detection (such as credit card fraud), may not be applicable to insurance fraud detection. Unsupervised classification methods not requiring knowledge of fraud labels for a subset of data are suitable for these insurance claim fraud detection applications.

1.2 Overview of Methodology and Solution Properties

In much of the previous fraud literature involving polychotomous or continuous variables, the analysts group or “bin” the data to create discrete (usually binary) variables. This is done to ensure that the scaling is comparable across the variables. Binning, however, results in information loss.

Once the variable has been binned, one next needs to choose a method of assigning numerical values to represent the categories for subsequent numerical statistical analysis. Commonly one assigns increasing integers to the categories (raw integer scoring). A flaw with this, however, is that a raw-integer scored variable with four possible values (1, 2, 3, 4) might have an extreme value listed as a “4,” whereas another binary variable with values (1, 2) might have an extreme value listed as a “2.” Making the scale so that the extreme values are compatible has led most authors to group or bin the data so every variable has an equal number of categorical possibilities. Because many fraud detection variables are already binary (e.g., “Was a police report filed at the scene?”), in previous analysis the data were usually binned into binary variables.

For the model developed in this paper, we introduce a method for assigning a numerical score for the predictor variables by extending a technique developed in the epidemiological literature called RIDIT analysis (RIDIT stands for Relative to an Identified Distribution Integral Transformation). This scoring method was invented by Bross (1958) for the analysis of discrete ordinal data. An overview of RIDIT analysis is given in Flora (1988).

For an application to fraud detection it is important to extend Bross’s RIDIT scores to include continuous predictors as well. Many fraud predictor variables such as “time between the accident and
the filing of the claim,” “time between the accident and the filing of the police report,” “age of the claimant,” and “ambulance charges” are continuous predictor variables (Vlaen et al. 2002).

Our method of scoring the discrete and continuous variables overcomes both the information loss associated with binning as well as the scaling issue (because all variables are put on a common \([-1, 1]\) scale). Brockett and Golden (1992) provide further intuitive justification for the RIDIT extension used herein and show that it also has better statistical properties than other competitor scaling methods, including raw integer scoring and conditional mean scoring, even for use involving other standard statistical methods such as regression and logistic regression. The unified method in this paper is an extension of the technique applied in Brockett et al. (2002) to binary predictors. The extension here allows a consistent analysis incorporating more variables and more information than before.

In the model of this paper, each claim file is viewed conceptually as having a relative position on an underlying latent “fraud suspicion” dimension that underlies the dichotomous “fraud” label, and the concatenation of the ensemble of predictor variables in the claim file provides information concerning this position. The fraud predictor variables in a claim file are constructed by domain experts to be related to fraud suspicion level in a monotonic fashion, and we assume that this set of variables has been chosen for the analysis (Weisberg and Derrig 1991). The initial dichotomy of fraud classification is used in the claims settlement process for deciding whether or not to spend more resources investigating and negotiating the claim or to pay it immediately.

The developed method provides three useful outputs: (1) an ordinal measure of overall claim file fraud suspicion level capable of being ranked across claims and of being used in other statistical analysis, (2) a measure of the importance of each individual predictor variable in assessing the suspicion level of claims, and (3) a classification function that can be applied to existing or new incoming claims. Other unsupervised methods (such as cluster analysis or Kohonen’s self-organizing feature map) are usually not able to perform one or more of the above functions, making them more difficult to interpret and less useful for fraud detection.

After we present the unified method, we illustrate its application to insurance fraud detection. We provide external validation of its performance by assessing its classification accuracy on a data set that contains “fraud” labels. To further diagnose whether the fraud detection failures we uncover are due to deficiencies in our new method or deficiencies in the data set, we compare the classifications produced by this (unsupervised) method to those generated by a set of supervised learning methods that are optimized for performance on the data set. It is worth noting that these supervised methods are not really competitors for our method because they differ fundamentally in the prior information required for learning a model and in the implementation cost incurred in practice. Rather, the set of supervised learning methods (logistic regression, SVM, and BART) are used as a form of external validation of our method, just as the assessment of our method relative to the given “fraud” labels is best viewed as an external validation.

Limited unsupervised methods are currently available for insurance fraud detection. Among the few, Brockett, Xia, and Derrig (1998) use the unsupervised Kohonen’s Feature Map (Kohonen 1989) for insurance fraud classification. In this paper we examine and discuss the relative strengths of our method against two competitor unsupervised techniques: Kohonen’s self-organizing feature maps and cluster analysis.

The paper is organized as follows. The next section discusses our modification of the RIDIT scoring system of Bross (1958). Section 3 develops the unified unsupervised fraud classification method incorporating all types of predictor variables. More specifically, we develop an individual variable scoring method based on RIDITs, develop a measure of individual predictor variable importance, and create an overall claim file suspicion score using an iterative weight additive scoring method that shows its relation to principal component analysis. Section 4 demonstrates this method using a personal injury protection insurance claims data set from the Automobile Insurance Bureau in Massachusetts, where “fraud” labels are available, and assesses performance by comparison with supervised and unsupervised methods. Because this insurance fraud data set contains only binary predictor variables, in Section 5
we introduce a second data set (an income classification data set) containing both discrete and continuous predictors to demonstrate why the extension to continuous predictors is desirable, that is, the information loss and performance deterioration due to data binning. Section 6 concludes the paper.

2. Adapting Bross's RIDIT Scoring Method to Score Fraud Predictor Variable Responses with a View toward Assessing the Predictive Variables' Relative Importance in Discerning between Two Classes

In the context of epidemiology, Bross (1958) presented a scoring mechanism for subjectively ordinal (rank-ordered) categorical data that are not necessarily metric (numerical) in nature (e.g., "degree of paleness"). He called the scoring method (and the resulting analysis) RIDIT as an acronym for Relative to an Identified Distribution Integral Transformation to highlight that the scoring was relative to an identified probability distribution (usually some standard or control population distribution) and to signify that it was in the spirit of the usual probability integral transformation familiar to rank-ordered nonparametric statistics. In Bross's RIDIT scoring, the score (numerical value) assigned to a particular response category \(i\) of a categorical variable is defined as \[ \frac{\sum_{j<i} P_j + \frac{1}{2} P_i}{\sum_i P_i}, \] where \(\{P_i\}\) is the probability of response \(i\) based on an identified reference distribution for the responses (Bross 1958). It can be observed that these scores represent the expected relative rank of the response category \(i\) with respect to the identified or standard distribution, with tied values counted as \(1/2\), divided by the sample size.

Brockett and Levine (1977) and Brockett (1981) provide axiomatic foundations for RIDIT scoring, and Golden and Brockett (1987) show empirically that RIDIT scoring of rank-ordered categorical questionnaire data exhibits superior empirical performance relative to other standard scoring methods when used in subsequent statistical analysis. The scoring method used in our analysis generalizes this methodology to continuous as well as discrete scenarios.

The variable score we use here is an adaptation (a linear transformation) of the original RIDIT score for discrete ordinal variables, which takes the empirical distribution for the sample as the identified comparison distribution (so the relative ranking in Bross's context is with respect to the entire data set). Accordingly, in the discrete case we define the variable score \(B_i\) for a claim file that has a response in category \(i\) of the predictor variable \(t\) to be

\[ B_i = \sum_{j<i} P_j - \sum_{j>i} P_j, \]

where \(P_j\) is the observed proportion of responses in category \(j\) of variable \(t\) in the sample. Accordingly, the score \(B_i\) represents how "extreme" the response \(i\) to variable \(t\) is relative to the entire set of data. Suppressing the subscript \(t\), if \(R_i\) is Bross's RIDIT score for category \(i\) and the identified distribution used is the sample empirical distribution, the simple relation \(B_i = 2R_i - 1\) holds.

These variable scores (2.1) possess desirable properties. First, \(B_i\) is bounded in \([-1, 1]\). Second, \(B_i\) is monotonically increasing in the rank of response \(i\). Third, \(B_i\) is centered around zero, that is, it has mean equal to zero over the entire sample (Brockett et al. 2002).

In the unsupervised learning context of this paper's classification algorithm, it is assumed that the predictor variables have been constructed in such a fashion that the rank of response categories bears a monotonic relationship with the likelihood of being in the fraud class (i.e., without loss of generality, assume responses in lower-ranked response categories of a variable suggest higher suspicion of fraud). This is an intuitive assumption based on the domain knowledge. In essence, each predictor variable gives a "hint" as to the likelihood of the entity belonging to the fraud class, and the problem in this unsupervised learning context is how to put all these hints together to make a classification judgment and to derive related measures.

Equation (2.1) is for ordinal discrete predictor variables; however, in many applications both continuous and discrete predictor variables are desired to be incorporated in a unified unsupervised classification method.
To derive the analogue of $B_t$ in the continuous case, note that from (2.1) the variable score $B_t$ is the proportion of claim files within response categories ranked lower than $t$ minus the proportion within higher ranked response categories (henceforth we suppress the index $t$ when we focus on the calculation for a single variable $t$). In the continuous predictor case, if $X$ is a continuous predictor having a monotonically decreasing relationship with the unobserved fraud suspicion level (i.e., a lower value of this variable leads to higher likelihood of fraud class membership), by analogue with (2.1), we define variable score $B(x)$ as the proportion of claim files with response value less than $x$ minus the proportion of claim files with response value larger than $x$. This, we have

$$B(x) = \hat{F}(x^-) - [1 - \hat{F}(x)] = [\hat{F}(x) - \hat{P}(x)] - [1 - \hat{F}(x)] = 2\hat{F}(x) - 1 - \hat{P}(x),$$

(2.2)

where $\hat{F}(x)$ is the empirical distribution of $X$ and $\hat{P}(x)$ is the sample proportion of response $x$.

The variable score $B(x)$ in (2.2) preserves the desirable characteristics from (2.1), that is, $B(x)$ is bounded in $[-1, 1]$ and $B(x)$ is monotonically increasing and centered around zero:

$$E_p[B(x)] = \sum_{k=1}^{K} B(x_k)\hat{P}(x_k) = \sum_{k=1}^{K} [2\hat{F}(x_k) - 1 - \hat{P}(x_k)]\hat{P}(x_k)$$

$$= 2 \sum_{k=1}^{K} \left( \left[ \sum_{l=1}^{K} \hat{P}(x_l) \right] \hat{P}(x_k) \right) - 1 - \sum_{k=1}^{K} [\hat{P}(x_k)]^2$$

$$= 2 \left( \sum_{k=1}^{K} [\hat{P}(x_k)]^2 + \sum_{k=2}^{K} \left[ \hat{P}(x_k) \sum_{l=1}^{k-1} \hat{P}(x_l) \right] \right) - \sum_{k=1}^{K} [\hat{P}(x_k)]^2 - 1$$

$$= \left[ \sum_{k=1}^{K} \hat{P}(x_k) \right]^2 - 1 = 0,$$

where variable $X$ takes on an (increasingly ranked) value, $x_1, \ldots, x_K$, in the sample.

### 3. A Unified Unsupervised Classification Method for Discrete and Continuous Predictor Variables

#### 3.1 Stochastic Dominance Assumption and Variable Construction

As discussed in Section 1, an important assumption of our model is that the individual predictor variables are constructed so that the fraud class members tend to score lower on predictor variables than the nonfraud class members. In practice, this is not a difficult assumption to have hold, because the veracity of this assumption can be guaranteed by the choice of variables for the analysis (i.e., include only those that satisfy this assumption, or by rephrasing the variable description to obtain the desired ordering). Once this has been done, the individual predictor variables exhibit a first-order stochastic dominance relationship between the fraud class and the nonfraud class. Stated formally, let $F_1(\cdot)$ be the distribution function of some variable $t$ for class 1 (fraud class) and $G_2(\cdot)$ be the distribution function for class 2 (nonfraud class). The distribution $G_2(\cdot)$ first-order stochastically dominates $F_1(\cdot)$ if and only if $G_2(x) \leq F_1(x)$ for all $x$, or equivalently, $\Delta(x) = F_1(x) - G_2(x) \geq 0$ for all $x$ (Mas-Colell, Whinston, and Green 1995). This is equivalent to our variable construction assumption that smaller response values suggest higher potential of fraud. We formally establish this in Proposition 1.

**Proposition 1**

Let $X$ denote the value obtained for variable $t$ by a randomly chosen claim file from class 1, and let $Y$ denote the value obtained for variable $t$ by a randomly chosen claim file from class 2. Assume $X \sim F_1$
\( Y \sim G_2 (\cdot) \). If \( G_2 (\cdot) \) first-order stochastically dominates \( F_1 (\cdot) \), then \( P(X < Y) \geq \frac{1}{2} \), that is, a response (to variable \( t \)) from class 1 is likely to be lower in value than a response from class 2.

**Proof**

Denote \( \Delta (y) = F_1 (y) - G_2 (y) \). Using Lebesgue-Stieltjes integrals, and noting that integration by \( u \)-substitution yields \( \int_{-\infty}^{\infty} G_2 (y) dG_2 (y) = \frac{1}{2} \), we have

\[
P(X < Y) = \int_{-\infty}^{\infty} P(X < y) dG_2 (y) = \int_{-\infty}^{\infty} F_1 (y) dG_2 (y)
= \int_{-\infty}^{\infty} (G_2 (y) + \Delta (y)) dG_2 (y)
= \frac{1}{2} + \int_{-\infty}^{\infty} \Delta (y) dG_2 (y) \geq \frac{1}{2}.
\]

The inequality is established because \( \Delta (y) \geq 0 \) by stochastic dominance. Note that by using the Lebesgue-Stieltjes integral, this proof applies to both discrete and continuous predictor variables.

### 3.2 A Metric for Assessing the Discriminatory Power of the Predictor Variables

The method we propose provides a discriminatory power measure \( A_t \) for each predictor variable \( t \) that assesses its ability to distinguish between the fraud and nonfraud class. If claim files in the fraud class all tend to have lower response values to variable \( t \) and claim files in the nonfraud class all tend to respond higher to this variable, variable \( t \) is considered to discriminate well, as will be reflected by a high value of \( A_t \). We formally define \( A_t \) below.

Consider any predictor variable \( t \). Take a (random) sample of size \( N \) consisting of \( N_1 \) claim files from class 1 and \( N_2 \) claim files from class 2. The expected proportion \( \theta \) of class 1 (i.e., the percentage of fraudulent claims, or the fraud rate) is \( \theta = E[N_1 / N] \), where \( N_1 \sim \text{Binomial}(N, \theta) \). The expected population distribution is \( F(x) = \theta F_1 (x) + (1 - \theta) G_2 (x) \), where \( F_1 (x), G_2 (x) \) are the variable distribution functions for class 1 and class 2, respectively. Again let \( \Delta (x) = F_1 (x) - G_2 (x) \). Let \( B = B(X) \) denote the variable score corresponding to response value \( X \). Note that \( B \) depends on \( X \) (the value of the particular response value) and on the rest of the data set \( D = (X_1, X_2, \ldots, X_N) \), that is, it is a function \( B(X; D) \). Then the expected variable score for a member of class 1 with response value \( X \) on predictor variable \( t \) can be calculated as

\[
E[B_t \mid \text{class 1}] = E[B(X, D) \mid X \in D, X \in \text{class 1}]
= \int_{-\infty}^{\infty} E[N_1 \{ E[D_t | B(X, D) | x \in D, N_1] \}] dF_1 (x)
= \int_{-\infty}^{\infty} E[N_1 \{ 2 \left( \frac{N_1 F_1 (x)}{N} + \frac{N_2 G_2 (x)}{N} \right) - 1 \}] dF_1 (x)
= \int_{-\infty}^{\infty} [2 \{ \theta F_1 (x) + (1 - \theta) G_2 (x) \} - 1] dF_1 (x)
= 2 \int_{-\infty}^{\infty} \{ F_1 (x) - (1 - \theta) G_2 (x) \} dF_1 (x) - 1
= 2 \theta - 1 \int_{-\infty}^{\infty} \Delta (x) dF_1 (x).
\]
Definition 1
The discriminatory power measure \( A_t \) (for variable \( t \)) is defined by \( A_t = 2 \int_{-\infty}^{\infty} \Delta(x) dF_1(x) = 2 \int_{-\infty}^{\infty} \Delta(x) dG_2(x) \).

Thus by (3.1), we have
\[
E[B_t | \text{class 1}] = (\theta - 1)A_t < 0.
\]

We show below that \( 2 \int_{-\infty}^{\infty} \Delta(x) dF_1(x) = 2 \int_{-\infty}^{\infty} \Delta(x) dG_2(x) \), by applying integration by parts and simply noting that the product of \( F_1(\cdot) \) and \( G_2(\cdot) \) is still a cumulative distribution function. Noting that \( \int_{-\infty}^{\infty} F_1(x) dF_1(x) = \frac{1}{2} \), we have
\[
2 \int_{-\infty}^{\infty} \Delta(x) dF_1(x) = 2 \int_{-\infty}^{\infty} [F_1(x) - G_2(x)] dF_1(x) = 1 - 2 \int_{-\infty}^{\infty} G_2(x) dF_1(x)
\]
\[
= 1 - 2[F_1(x)G_2(x)]_{-\infty}^{\infty} + 2 \int_{-\infty}^{\infty} F_1(x) dG_2(x) = 2 \int_{-\infty}^{\infty} F_1(x) dG_2(x) - 1
\]
\[
= 2 \int_{-\infty}^{\infty} F_1(x) dG_2(x) - 2 \int_{-\infty}^{\infty} G_2(x) dG_2(x) = 2 \int_{-\infty}^{\infty} \Delta(x) dG_2(x).
\]

A calculation similar to (3.1) yields
\[
E[B_t | \text{class 2}] = 2\theta \int_{-\infty}^{\infty} \Delta(x) dG_2(x) = \theta A_t > 0.
\]

Note additionally that
\[
E[B_t | \text{class 2}] - E[B_t | \text{class 1}] = A_t > 0.
\]

Thus, the value of \( A_t \) can be derived by calculating the conditional mean variable score for either class of claim files.

To see the interpretation of \( A_t \) as “discriminatory power” of variable \( t \), note that the integrand \( \Delta(x) \) measures how “spread apart” the variable distributions \( F_1(x) \) and \( G_2(x) \) are from each other. No matter what the base rate \( \theta \) is, the difference between the expected scores in the nonfraudulent claim class and in the fraudulent claim class is \( A_t \), so a predictor variable that differentiates well between the two classes will have a large positive value for \( A_t \), whereas a poorly differentiating variable will have a small value for \( A_t \). Also observe that if \( X \) is from class 1 and \( Y \) is from class 2, then \( P(X < Y) - \frac{1}{2} \) measures how different the class responses are, and \( A_t = 2[P(X < Y) - \frac{1}{2}] \).

In the discrete case, substituting sums for the previous Lebesgue-Stieltjes integrals and rearranging terms, we calculate that \( A_t \) in Definition 1 is equivalent to
\[
A_t = \sum_{i=1}^{k_t - 1} \sum_{j=1}^{k_t} \{ \pi_{i}^{(1)} \pi_{j}^{(2)} - \pi_{i}^{(2)} \pi_{j}^{(1)} \},
\]
where for \( q = 1 \) and \( 2 \), \( \pi_{i}^{(q)} = (\pi_{i1}^{(q)}, \ldots, \pi_{ik_t}^{(q)}) \) is the multinomial response probability vector of variable \( t \) for class \( q \), \( i = 1, \ldots, k_t \), and \( j = 1, \ldots, k_t \) are the indices for response categories of variable \( t \), and \( k_t \) denotes the number of possible response categories for variable \( t \). This is a measure developed in Brockett et al. (2002). We provide a brief proof of this equivalence below.

Proof
Using Lebesgue-Stieltjes integrals and our previous notations, we rewrite the representation (3.2) of \( A_t \) for the discrete case as
\[
A_t = \int_{-\infty}^{\infty} \int_{x}^{\infty} f_1(x) g_2(u) du dx - \int_{-\infty}^{\infty} \int_{x}^{\infty} g_2(x) f_1(u) du dx
\]
for the continuous case where \( f_1(x) \) and \( g_2(x) \) are density functions (of variable \( t \)) for class 1 and class 2, respectively. Then we have
\[
A_t = \int_{-\infty}^{\infty} f_1(x)g_2(u)du dx - \int_{-\infty}^{\infty} g_2(x)f_1(u)du dx
\]
\[
= \int_{-\infty}^{\infty} [1 - G_2(x)]dF_1(x) - \int_{-\infty}^{\infty} [1 - F_1(x)]dG_2(x)
\]
\[
= \int_{-\infty}^{\infty} [1 - G_2(x)]dF_1(x) - \left[ 1 - \int_{-\infty}^{\infty} F_1(x)dG_2(x) \right].
\]

Noting that the product of \(F_1(\cdot)\) and \(G_2(\cdot)\) is still a distribution function, we have
\[
A_t = \int_{-\infty}^{\infty} [1 - G_2(x)]dF_1(x) - \left[ F_1(x)G_2(x) \right]_{-\infty}^{\infty} - \int_{-\infty}^{\infty} F_1(x)dG_2(x).
\]

Then integrating by parts, we have
\[
A_t = \int_{-\infty}^{\infty} 1dF_1(x) - \int_{-\infty}^{\infty} G_2(x)dF_1(x) - \int_{-\infty}^{\infty} G_2(x)dF_1(x)
\]
\[
= 1 - \int_{-\infty}^{\infty} G_2(x)dF_1(x) - \int_{-\infty}^{\infty} G_2(x)dF_1(x).
\]

Noting again that \(\int_{-\infty}^{\infty} F_1(x)dF_1(x) = \frac{1}{2}\), we have
\[
A_t = \int_{-\infty}^{\infty} [F_1(x) - G_2(x)]dF_1(x) + \int_{-\infty}^{\infty} [F_1(x) - G_2(x)]dF_1(x)
\]
\[
= 2 \int_{-\infty}^{\infty} \Delta(x)dF_1(x) = A_t.
\]

Therefore, we have established the equivalence between the \(\Lambda\) measure in Definition 1 and its alternative representation (3.2) for the discrete case. It follows that \(E[B_i|\text{class 1}] = (\theta - 1)\Lambda_i\) in the discrete case as well. The quantity inside the brackets in (3.2) can in fact be recognized as a \(2 \times 2\) contingency table measure of association. From representation (3.2), we can also see that \(\Lambda_i\) measures the amount of dispersion between the two classes in the latent dimension. Thus, \(\Lambda_i\) in Definition 1 extends the measure \(\Lambda_i\) utilized in Brockette et al. (2002) to general ordinal and continuous predictor variables. Next, we develop a set of variable weights which capture the importance of the predictors as reflected by \(\Lambda_i\). However, unlike the theoretical probabilities involved in the development of \(\Lambda_i\), these weights can be obtained in an unsupervised environment without knowing the class membership of each claim.

### 3.3 Combining Variable Weights and Variable Scores to Obtain Classification

We use an iterative scheme to motivate the determination of the weights. Essentially, we obtain weights by iteratively correlating individual variable scores with overall claim file summative scores to assess the contribution or the importance of each predictor variable. More specifically, the individual predictor variable score \(B_{it}\) for claim \(i\) on variable \(t\) is obtained as described previously (e.g., eq. [2.1] and [2.2]). These are then weighted and summed to obtain a summative suspicion score for an overall assessment of each claim. Equal weights for the predictor variables are first used to get an initial set of summative scores, and these weights are then updated to take into account each variable’s degree of “importance,” as measured by its consistency with the overall claim assessment. This updating process is executed iteratively, and the weights are successively refined until convergence takes place.

Formally in vector notation, an initial summative score matrix \(S^{(0)}\) is obtained by applying equal weights \(\mathbf{\hat{W}}^{(0)}\) (a vector of 1’s) to the score matrix \(F\), the \((i, t)\)-th element of which is claim file \(i\)’s score on variable \(t\), or \(B_{it}\), that is, \(S^{(0)} = F\hat{W}^{(0)}\). Once we have the predictor variable \(t\) scores and an initial overall summative score for each claim file \(i\), we can “correlate” the overall claim file scores
with the predictor variable \( t \) scores to assess how consistent the variable \( t \) scores are with the overall scores. If a large variable \( t \) score goes with a large overall score, this is a better predictor variable than if there is no association between the variable \( t \) score and the overall score. More specifically, the initial weight vector is updated by obtaining a new consistency weight, \( \hat{W}^{(1)} = FTS^{(0)}/|FTS^{(0)}| \), where “\(|\cdot|\)” represents the Euclidian distance and the denominator is a normalization factor. We can then use this set of consistency weights \( \hat{W}^{(1)} \) to weight the variables in the summation, obtaining a new vector of weighted overall claim file scores \( S^{(1)} = F\hat{W}^{(1)} \). The individual variable scores can again be “correlated” with this new set of overall scores to obtain another new set of consistency weights, that is, \( \hat{W}^{(2)} = FTS^{(1)}/|FTS^{(1)}| \). We continue this process of iteratively constructing new weights and new overall scores. At stage \( n \), \( \hat{W}^{(n)} = FTS^{(n-1)}/|FTS^{(n-1)}| = (FTF)^{(0)\hat{W}^{(0)}}/(FTF)^{(0)\hat{W}^{(0)}} \).

Weights are iteratively updated until convergence is secured. Analogous to Theorem 1 in Brockett et al. (2002), being successive normalized powers of the matrix \( FTF \), the vector of successive weights \( \hat{W}^{(n)} \) converge to a limiting vector \( \hat{W}^{(c)} \), which is the first principal component of the matrix \( FTF \). The matrix \( FTF \) is the sample covariance matrix of the variable scores because the variable scores are centered with mean zero. Importantly, the final predictor variable weight \( \hat{W}^{(c)} \) turns out to be strongly related to each variable’s discriminatory power measure \( A_t \), further justifying their use as variable weights.

Specifically, the limiting predictor variable weight vector \( \hat{W}^{(c)} \) is the first principal component of \( FTF \), which is a consistent estimate of the first principal component \( W^{(c)} \) of \( E[FTF] \).\(^1\) the \( t \)th component of which is

\[
W_t^{(c)} = \frac{A_t}{\left(\mu_1 - U_t\right) \sqrt{\sum_{s=1}^{m} A_s^2 / (\mu_1 - U_s)^2}},
\]

where \( \mu_1 \) is the largest eigenvalue of \( E[FTF] \) and \( U_t = N_t \sigma^2_t + N_s \sigma^2_s \) is the “uniqueness component of variance” in a single-factor analytic model (for class \( q = 1, 2 \), \( \sigma^2_q = \text{variance } [B_q] \), and \( B_q \) is the score of a randomly selected claim from class \( q \) on variable \( t \)).\(^2\)

As shown above, although the iterative scheme provides the intuition behind the weights, we directly calculate these weights from the first principal component of \( FTF \) without needing the iterative process. Note that in calculating the limiting weights \( \hat{W}^{(c)} \), supervised information such as class membership and class distribution is not used.

Each claim’s weighted summative score, calculated by applying the limiting weights \( \hat{W}_i^{(c)} \) to individual predictor variable scores \( B_{qt} \), measures the claim file’s potential of being in the fraud class. Claims can be classified based on the sign of the summative scores because the individual variable scores are centered at 0, and summative scores are linear combinations of variable scores. By the assumption that lower responses to the predictor variables indicate higher potential of fraud, claim files with negative summative scores will be classified accordingly into the “fraud” class. If the fraud rate is known,\(^3\) claims can be classified accordingly based on the ranking of the summative scores. Because the proposed technique uses a principal component analysis of RIDIT-based scores for predictor variables, the classification technique is called PRIDIT analysis. The ultimately determined weighted summative score for each claim file is referred to as the PRIDIT score for the claim file.

---

1 The sample covariance matrix \( FTF \) is a consistent unbiased estimate of \( E[FTF] \), so it can be shown that \( \hat{W}^{(c)} \) is a consistent unbiased estimate of \( W^{(c)} \).

2 It can be proven that the discriminatory power measure \( A_t \) is linearly related to the expectation of the Wilcoxon rank sum statistic for each class. The (nonparametric) Wilcoxon rank sum statistic has traditionally been used to measure deviation between two classes, and this has further validated \( A_t \) as a discriminatory power measure. The variable weights (essentially proportional to \( A_t \)’s) can then be interpreted in terms of the Wilcoxon rank sum statistic and can also be used as inputs in further analyses.

3 Even in the unsupervised context, we may have an estimate of the fraud rate available for use. See Ai et al. (2009).
The weights, as the first principal component, give the combination that maximizes the variance in the data. Because of the fact that the predictor variables were selected by experts to monotonically assess positioning of the claim file on an underlying latent dimension of “fraud suspicion,” the dimension of highest variance should be the underlying latent fraud suspicion. Note that if a situation occurs in which the actual relation of a predictor variable with nonfraud is negative instead of positive (because of expert error or incorrect construction of the variable), because of the correlative structure in the iterative process, it will result in this variable having a negative correlation with the overall summative score, and hence a negative value for $A_t$. In the summation of weighted variable scores, the negative value for $A_t$ corrects for the negative relationship in the individual variable score $B_t$ calculation, resulting in a correctly signed contribution of this variable to the overall PRIDIT score. Similarly, if a chosen predictor variable does not actually predict fraud, the value of $A_t$ should be close to zero, and this variable will have little or no impact when the weighted variable score is used to calculate the summative PRIDIT score.

4. AN INSURANCE FRAUD DETECTION APPLICATION

A difficult question with regard to unsupervised classification methods is how do you know that the results you are getting have anything to do with the goal of performing the unsupervised learning? In particular, by what standards do you judge that an unsupervised method has “succeeded” in aiding the fraud detector, or that one unsupervised method is better than another? One method of doing this is to spend a lot of time and money to obtain expert fraud assessors to create a data set in which an ultimate fraud label is determined, and then judge the unsupervised method according to concurrence with the expert. We use this assessment method and present the results in Sections 4.2 and 4.3. We also compare the proposed PRIDIT method to competitor unsupervised methods in Section 4.5.

A next question is to what extent any performance failures of an unsupervised method are due to the method itself versus the extent to which the failures are unrelated to the unsupervised method and would be problematic for any method (e.g., data set problems such as highly overlapping data). To further assess the reasonableness of the PRIDIT classification performance we look at the accuracies that are possible with a “standard set” of supervised methods for comparison with the PRIDIT method. This provides an upper bound performance benchmark against which to measure PRIDIT accuracy for the data set and provides a type of external validation relative to more informationally demanding supervised learning methods when there is a set of known classifications. Detailed discussions are in Section 4.4.

4.1 Data Description

We use an insurance claims data set to examine performance of the proposed method. This data set, produced by the Automobile Insurance Bureau (AIB) in Massachusetts (Viaene et al. 2002), contains 1,399 personal injury protection (PIP) claims for automobile insurance, each of which was assessed by insurance adjusters and experts in the special investigation unit of AIB. Each claim was given a suspicion score on a 0-to-10 point scale by each expert and was assigned a code indicating whether the suspicion score was above 1, above 4, or above 7. An operational definition of fraud is used here to classify any claim with a suspicion score greater than or equal to 4 to be fraudulent (Viaene et al. 2002). This data set contains a set of binary fraud predictor variables selected by the AIB claims experts using their subject area expertise. The entire claims set is divided into two data sets A and B using a 50–50 random sample split.

4.2 The PRIDIT Analysis for Data Set A

To perform PRIDIT analysis, we first calculate predictor variable scores for each claim file in data set A. From equation (1), category $i$ of a predictor variable $t$ has variable score $B_{ti}$. For each claim file, a weighted summative score is then calculated with the weights determined using the methodology de-
scribed in Section 3. Because the proportion of fraudulent claims is not known a priori, we adopt the classification rule based on the sign of the weighted PRIDIT summative scores, that is, claims with a negative PRIDIT score are assigned to the fraud class, and claims with a positive PRIDIT score are assigned to the nonfraud class. This is based on the variable construction that lower response values suggest higher potential of fraud.

Table 1 shows the PRIDIT classification accuracies for data set A evaluated against the expert fraud assessment. Although the overall accuracy is moderate, PRIDIT performs well in classifying the fraud class. The fraud class, which accounts for 26.43% of data set A, is the minority class so classifying all claims to the majority class would result in a 73.57% accuracy. This does not mean, however, that the PRIDIT accuracy of 62.86% is unacceptable because the goal of fraud detection is to correctly classify both classes, especially the minority class (fraud class). To achieve this, the PRIDIT method “defies the odds by classifying an individual in the smaller group” (Morrison 1969, p. 158).

The purpose of fraud detection algorithms is to identify cases that warrant transmission to a special investigation unit for further assessment. The vast majority of cases can be dispensed with by payment, and others dispensed with once a further investigation is undertaken. However, one does not want to overlook a potential fraud case, so fraud class accuracy is more important than overall accuracy. Cost-related benefits usually are also found with this focus on fraud class (the minority and event class) because misclassification cost is usually higher for the event class than for the nonevent class. In fraud detection, wrongly classifying a legitimate claim to the fraud class may just result in unnecessary auditing cost (and perhaps some ill will), whereas missing a fraudulent claim could lead to a substantial amount of unnecessary claim payments being made by the insurance company.

### 4.3 Evaluating PRIDIT in Data Set B

As an unsupervised method, PRIDIT analysis does not require or utilize knowledge of the known fraud classification (or any dependent variable), so it is possible to assess its performance directly using data set A by comparing the PRIDIT classification with the (ostensibly) known fraud classification, if available. However, applying the PRIDIT model obtained using data set A to classify claim files in data set B allows us to evaluate the stability of the PRIDIT scores and classification algorithm in additional samples of claims.

To obtain the PRIDIT classification for data set B, we use the individual variable scores and the variable weights calculated within data set A. The calculated variable scores are first assigned directly to each claim file in data set B according to its respective response to each predictor variable. These variable scores are then concatenated to derive a summative PRIDIT score for each claim file using the weights obtained from data set A. As was done for data set A, claim files with negative summative scores are assigned to the fraud class, and claim files with positive summative scores are assigned to the nonfraud class. Therefore, rather than conducting a new set of PRIDIT analysis for data set B, we take variable scores and weights already developed from data set A to classify claims in data set B, much in the same way as logistic regression analysis would estimate parameters from a training set A to score the data in a test set B (but without using fraud labels in either data set A or data set B).

Table 2 presents the PRIDIT classification results for data set B evaluated against expert-assessed fraud classification. The classification accuracies are generally similar to those on data set A, suggesting
that the PRIDIT method exhibits good generalizability and robustness. Thus in practice, we need not run separate PRIDIT analysis when analyzing data sets suspected to have a similar pattern (e.g., claims collected in the same time period and in the same region, such as data sets A and B in the current analysis). We can run new PRIDIT analysis only when necessary (e.g., when structural changes in the fraud pattern occur as fraudsters learn to avoid detection).

4.4 External Validations Benchmarking against Supervised Learning Methods: How Much Is Lost by Not Knowing the Classification Variable for Even a Subset?

4.4.1 Empirical Comparison Results

In this section we perform an external validation of the unsupervised method PRIDIT using a “standard set” of supervised methods, including logistic regression, Support Vector Machines (Cristianini and Shawe-Taylor 2000), and Bayesian Additive Regression Trees (Chipman, George, and McCulloch 2006). These methods are selected because of their wide applicability and documented performance. In particular, BART is a recent predicting technique that has been shown to generate more accurate predictions than other prevalent supervised learning methods in a variety of applications (Chipman, George, and McCulloch 2006). These supervised methods are not competitors for PRIDIT because supervised methods require more and different information.

The supervised methods are trained on data set A and assessed on data set B. Each of the supervised methods is first evaluated against the “known” expert fraud assessment and then compared with the PRIDIT classification of claims presented in Tables 1 and 2. Cross-classifications between each supervised method and the PRIDIT method are presented to examine the individual claim file classification consistency. We also calculate Pearson correlation and Spearman rank correlation between the scores produced by supervised methods and by PRIDIT to assess the consistency of the predicted relative rankings underlying the fraud classification.

In the comparative analysis, a score of 0 is used as the threshold value for PRIDIT; however, for the supervised classifiers, we classify claims in both data sets A and B according to a data-driven threshold, that is, the fraud rate of the training data set A, because this information is available in the supervised

---

Table 2

<table>
<thead>
<tr>
<th></th>
<th>Fraud Class</th>
<th>Nonfraud Class</th>
<th>Overall</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accuracy</td>
<td>81.52%</td>
<td>60.25%</td>
<td>66.67%</td>
</tr>
<tr>
<td>Sample fraud rate</td>
<td>30.19</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

---

4 Note that even when data set B’s structure (e.g., the fraud rate) is different from that of data set A, PRIDIT can still generate reasonably good results because of its nonparametric nature (see Bross 1958 and Golden and Brockett 1987 for more comments regarding the robustness). This was also confirmed by other experiments we have run but have not presented here.

5 BART was originally designed to predict a continuous variable. The continuous predictions generated by BART in the case of a binary dependent variable can be viewed as similar to the class probability estimates produced by logistic regression. A modified version of BART specifically designed for a classification task has been proposed (e.g., Abu-Nimeh et al. 2008). It is shown, however, that the classification performance of BART is satisfactory and quite comparable to the modified version, so we still use the original BART.

6 In SVM, the Gaussian (or Radial Basis Function) Kernel is selected, and parameters are tuned using 10-fold cross validation of the training set A. Default parameters are used for BART (Chipman et al. 2008).
Table 3
Accuracies, AUC, and F1 Measure for Different Classification Techniques

<table>
<thead>
<tr>
<th></th>
<th>Fraud Class Accuracy</th>
<th>Nonfraud Class Accuracy</th>
<th>Overall Accuracy</th>
<th>AUC</th>
<th>F1</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Panel A: Data set A</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PRIDIT (threshold = 0)</td>
<td>77.30%</td>
<td>57.67%</td>
<td>62.86%</td>
<td>72.95%</td>
<td>52.38%</td>
</tr>
<tr>
<td>LR</td>
<td>29.19</td>
<td>94.17</td>
<td>77.00</td>
<td>77.70</td>
<td>40.15</td>
</tr>
<tr>
<td>BART</td>
<td>20.00</td>
<td>97.86</td>
<td>77.29</td>
<td>77.18</td>
<td>31.76</td>
</tr>
<tr>
<td>SVM</td>
<td>21.08</td>
<td>99.42</td>
<td>78.71</td>
<td>84.00</td>
<td>34.36</td>
</tr>
<tr>
<td><strong>Panel A.2: Classification threshold based on the sample fraud rate of 26.43%</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PRIDIT (threshold = 0)</td>
<td>77.30</td>
<td>57.67</td>
<td>62.86</td>
<td>72.95</td>
<td>52.38</td>
</tr>
<tr>
<td>LR</td>
<td>51.18</td>
<td>82.72</td>
<td>74.57</td>
<td>77.70</td>
<td>51.89</td>
</tr>
<tr>
<td>BART</td>
<td>51.18</td>
<td>82.72</td>
<td>74.57</td>
<td>77.18</td>
<td>51.89</td>
</tr>
<tr>
<td>SVM</td>
<td>61.08</td>
<td>86.02</td>
<td>79.43</td>
<td>84.00</td>
<td>61.08</td>
</tr>
<tr>
<td><strong>Panel B: Data set B</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PRIDIT (threshold = 0)</td>
<td>81.52%</td>
<td>60.25%</td>
<td>66.67%</td>
<td>76.69%</td>
<td>59.62%</td>
</tr>
<tr>
<td>LR</td>
<td>32.23</td>
<td>93.65</td>
<td>75.11</td>
<td>77.53</td>
<td>43.87</td>
</tr>
<tr>
<td>BART</td>
<td>19.43</td>
<td>96.31</td>
<td>73.10</td>
<td>77.36</td>
<td>30.37</td>
</tr>
<tr>
<td>SVM</td>
<td>16.59</td>
<td>97.13</td>
<td>72.82</td>
<td>75.39</td>
<td>26.93</td>
</tr>
<tr>
<td><strong>Panel B.2: Classification threshold based on the sample fraud rate of 26.43%</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PRIDIT (threshold = 0)</td>
<td>81.52</td>
<td>60.25</td>
<td>66.67</td>
<td>76.69</td>
<td>59.62</td>
</tr>
<tr>
<td>LR</td>
<td>51.18</td>
<td>84.22</td>
<td>74.25</td>
<td>77.53</td>
<td>54.54</td>
</tr>
<tr>
<td>BART</td>
<td>51.18</td>
<td>84.22</td>
<td>74.25</td>
<td>77.36</td>
<td>54.54</td>
</tr>
<tr>
<td>SVM</td>
<td>53.08</td>
<td>85.04</td>
<td>75.39</td>
<td>75.39</td>
<td>56.57</td>
</tr>
</tbody>
</table>

Note: In SVM, Gaussian (or Radial Basis Function) kernel is used and parameters are tuned to be \(\gamma = 0.01, \text{cost} = 3\). All parameters take the default values in BART. In panels A.1 and B.1, a threshold value of \(p = 0.5\) is used for LR, BART, and SVM classification. In panels A.2 and B.2, data set A fraud rate (26.43%) is used for LR, BART, and SVM classification for both data sets A and B. A threshold of 0 is used for PRIDIT classification in all analyses.

\(AUC\) refers to the Area under the Receiver Operating Characteristic Curve.

\(F1\) measure is a measure of classification accuracy that pays particular attention to the fraud class.
Table 4
Cross-Classifications between PRIDIT and Supervised Learning Methods

<table>
<thead>
<tr>
<th></th>
<th>LR Nonfraud</th>
<th>LR Fraud</th>
<th>BART Nonfraud</th>
<th>BART Fraud</th>
<th>SVM Nonfraud</th>
<th>SVM Fraud</th>
<th>Total Count</th>
</tr>
</thead>
<tbody>
<tr>
<td>Panel A: Data set A</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PRIDIT nonfraud</td>
<td>337</td>
<td>2</td>
<td>339</td>
<td>0</td>
<td>336</td>
<td>3</td>
<td>339</td>
</tr>
<tr>
<td>PRIDIT fraud</td>
<td>279</td>
<td>82</td>
<td>313</td>
<td>48</td>
<td>322</td>
<td>39</td>
<td>361</td>
</tr>
<tr>
<td>Total count</td>
<td>616</td>
<td>84</td>
<td>652</td>
<td>48</td>
<td>658</td>
<td>42</td>
<td>700</td>
</tr>
<tr>
<td>Total agreement</td>
<td>59.86%</td>
<td></td>
<td>55.29%</td>
<td></td>
<td>53.57%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Panel A.1: Classification threshold p = 0.5</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PRIDIT nonfraud</td>
<td>332</td>
<td>7</td>
<td>337</td>
<td>2</td>
<td>325</td>
<td>14</td>
<td>339</td>
</tr>
<tr>
<td>PRIDIT fraud</td>
<td>183</td>
<td>178</td>
<td>178</td>
<td>183</td>
<td>190</td>
<td>171</td>
<td>361</td>
</tr>
<tr>
<td>Total count</td>
<td>515</td>
<td>185</td>
<td>515</td>
<td>185</td>
<td>515</td>
<td>185</td>
<td>700</td>
</tr>
<tr>
<td>Total agreement</td>
<td>72.86%</td>
<td></td>
<td>74.29%</td>
<td></td>
<td>70.86%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Panel A.2: Classification threshold based on the sample fraud rate of 26.43%</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PRIDIT nonfraud</td>
<td>329</td>
<td>4</td>
<td>333</td>
<td>0</td>
<td>331</td>
<td>2</td>
<td>333</td>
</tr>
<tr>
<td>PRIDIT fraud</td>
<td>271</td>
<td>95</td>
<td>307</td>
<td>59</td>
<td>319</td>
<td>47</td>
<td>366</td>
</tr>
<tr>
<td>Total count</td>
<td>600</td>
<td>99</td>
<td>640</td>
<td>59</td>
<td>650</td>
<td>49</td>
<td>699</td>
</tr>
<tr>
<td>Total agreement</td>
<td>60.66%</td>
<td></td>
<td>56.08%</td>
<td></td>
<td>54.08%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Panel B: Data set B</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PRIDIT nonfraud</td>
<td>323</td>
<td>10</td>
<td>329</td>
<td>4</td>
<td>322</td>
<td>11</td>
<td>333</td>
</tr>
<tr>
<td>PRIDIT fraud</td>
<td>191</td>
<td>175</td>
<td>185</td>
<td>181</td>
<td>192</td>
<td>174</td>
<td>366</td>
</tr>
<tr>
<td>Total count</td>
<td>514</td>
<td>185</td>
<td>514</td>
<td>185</td>
<td>514</td>
<td>185</td>
<td>699</td>
</tr>
<tr>
<td>Total agreement</td>
<td>71.24%</td>
<td></td>
<td>72.96%</td>
<td></td>
<td>70.96%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Panel B.1: Classification threshold p = 0.5</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PRIDIT nonfraud</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PRIDIT fraud</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total count</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total agreement</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Panel B.2: Classification threshold based on the sample fraud rate of 26.43%</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Note: In SVM, Gaussian (or Radial Basis Function) kernel is used, and parameters are tuned to be gamma = 0.01, cost = 3. All parameters take the default values in BART. In panels A.1 and B.1, a threshold value of p = 0.5 is used for LR, BART, and SVM classification. In panels A.2 and B.2, data set A fraud rate (26.43%) is used for LR, BART, and SVM classification for both data sets A and B. A threshold of 0 is used for PRIDIT classification in all analyses.

To further compare these methods, Table 4 presents PRIDIT classification against classifications produced by supervised methods. We can see that they agree on the assessment of the claims for the majority (55–75%) of the time.

Besides examining the binary fraud classifications, we also investigate the consistency of the suspicion-level assessment of the claims by calculating the Pearson correlations and Spearman rank correlations of the predicted scores produced by PRIDIT and the supervised methods. The correlations of the predicted scores may reveal more information than the comparison of the binary classifications. These correlations are presented in Table 5.

Table 5
Correlations between Predicted Scores by PRIDIT and Supervised Learning Methods

<table>
<thead>
<tr>
<th></th>
<th>Pearson Correlation (p Value)</th>
<th>Spearman Rank Correlation (p Value)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Panel A: Data set A</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Between logistic regression and PRIDIT Scores</td>
<td>0.7543 (&lt;0.0001)</td>
<td>0.7912 (&lt;0.0001)</td>
</tr>
<tr>
<td>Between BART and PRIDIT</td>
<td>0.8793 (&lt;0.0001)</td>
<td>0.8815 (&lt;0.0001)</td>
</tr>
<tr>
<td>Between SVM and PRIDIT</td>
<td>0.5526 (&lt;0.0001)</td>
<td>0.6875 (&lt;0.0001)</td>
</tr>
<tr>
<td>Panel B: Data set B</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Between LR and PRIDIT</td>
<td>0.7819 (&lt;0.0001)</td>
<td>0.8377 (&lt;0.0001)</td>
</tr>
<tr>
<td>Between BART and PRIDIT</td>
<td>0.9040 (&lt;0.0001)</td>
<td>0.9057 (&lt;0.0001)</td>
</tr>
<tr>
<td>Between SVM and PRIDIT</td>
<td>0.6375 (&lt;0.0001)</td>
<td>0.7351 (&lt;0.0001)</td>
</tr>
</tbody>
</table>

Note: In SVM, Gaussian (or Radial Basis Function) kernel is used and parameters are tuned to be gamma = 0.01, cost = 3. All parameters take the default values in BART. The correlations do not depend on the classification threshold chosen for the models.
From Table 5 we can see that PRIDIT scores for the claims and predicted probabilities by supervised methods in both the data set A and the data set B are highly significantly correlated. This suggests that although the PRIDIT method uses only the consistency of the internal structure of the predictor variables, its predictions of the suspicion levels are similar to those of the more information-intensive supervised methods.

4.4.2 Strengths and Weaknesses of Alternative Methods

The empirical results suggest that the unsupervised PRIDIT method and the set of supervised methods make consistent assessment of the suspicion levels of claims, validating the effectiveness of PRIDIT in fraud detection. Supervised learning methods generally demonstrate superior accuracies overall and on the majority (nonfraud) class, whereas the PRIDIT method has strength in predicting fraudulent claims.

The relative strengths of these methods result from their different underlying mechanisms. Supervised learning methods are optimized on a sample of audited claims for which fraud labels have been obtained (usually at an additional cost), whereas the PRIDIT method uncovers the pattern directly using the consistency of the predictor variables. If no consistent set of predictors is available, PRIDIT may not perform as well.\(^7\)

Also, the PRIDIT method can be used when the applicability of the standard supervised methods is limited by various factors that may exist in the context of insurance fraud detection,\(^8\) for example, when it is cost-prohibitive or impossible to obtain a training sample of audited claims. This could arise for a smaller-scale company or in an emerging or rapidly changing marketplace where expert and monetary resources are limited or temporally unstable. PRIDIT may also be useful when this data set has a severely uneven class distribution that might adversely affect supervised learning methods’ performance, especially on the minority class. Finally, PRIDIT can be a valuable alternative when the fraud labels in the audited training sample contain a large amount of error because they are only a best assessment of fraud by fallible human experts (see Brockett, Xia, and Derrig 1998, which shows that there is substantial interjudge variation in automobile insurance fraud assessment). In this situation the performance of supervised learning methods may be contaminated\(^9\) (Hausman, Abrevaya, and Scott-Morton 1998), whereas the PRIDIT method is relatively free of this bias because these labels are not employed.

4.5 Comparison with Competitor Unsupervised Learning Methods

Two competitor unsupervised learning methods are cluster analysis and Kohonen’s self-organizing map (Kohonen 1989). Cluster analysis is perhaps one of the most used unsupervised classification methods. Under this class of models, data are partitioned according to certain “similarity” or “dissimilarity” measures. In our comparisons we use the Two Step Clustering Procedure from SPSS, which first uses sequential pre-clustering and then a model-based measure (“decrease in log likelihood”) to form the

---

\(^7\) Supervised learning methods may be combined among themselves (see “ensemble learning,” Dietterich 2000) or with unsupervised learning methods, such as the PRIDIT method, to achieve better performance. A detailed discussion of these methods is beyond the scope of this paper, but we have a working paper in progress to investigate the benefits of the latter combination.

\(^8\) Special classes of supervised learning methods that aim at alleviating the impact of these factors, such as those dealing with imbalanced data set and/or noisy training labels, may alternatively be deployed or designed for this purpose as well.

\(^9\) Although label inaccuracies are largely suspected in insurance fraud data sets (e.g., see Brockett, Xia, and Derrig 1998), we cannot examine method robustness to data errors directly using an insurance fraud data set because the (possibly incorrect) labels are already intrinsically given in such a data set. Instead, we designed an experiment using a public domain database ADULT with known accurate income classification (see Section 5.1 for data description) and a set of PRIDIT-assessed class memberships as the dependent variable values to investigate the performance of a representative supervised method, logistic regression, i.e., we are creating a “thoughtful inaccuracy” that emulates the type of “thoughtful inaccuracy” present in subjective expert assessments of fraud. We found that logistic regression is successful only in predicting the partially inaccurate PRIDIT labels but not the true labels, which suggests that supervised methods are sensitive to the quality of the labels in the training data. The results are not reported to conserve space and are available upon request.
Table 6
PRIDIT Classification Accuracies against Expert-Assessed Fraud Classification (Entire Data Set)

<table>
<thead>
<tr>
<th></th>
<th>Fraud Class</th>
<th>Nonfraud Class</th>
<th>Overall</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accuracy</td>
<td>79.29%</td>
<td>58.52%</td>
<td>64.40%</td>
</tr>
<tr>
<td>Sample fraud rate</td>
<td></td>
<td>28.31</td>
<td></td>
</tr>
</tbody>
</table>

Table 7
Cluster Analysis Classification Accuracies against Expert-Assessed Fraud Classification (Entire Data Set)

<table>
<thead>
<tr>
<th></th>
<th>Fraud Class</th>
<th>Nonfraud Class</th>
<th>Overall</th>
</tr>
</thead>
<tbody>
<tr>
<td>Panel A: Two clusters produced</td>
<td>83.08%</td>
<td>48.45%</td>
<td>58.26%</td>
</tr>
<tr>
<td>Panel B: Four clusters produced and combined into two clusters</td>
<td>84.34%</td>
<td>43.77%</td>
<td>55.25%</td>
</tr>
<tr>
<td>Sample fraud rate</td>
<td>28.31</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Note: In panel A, the two clusters and the two classes are matched so that the cluster with more positive responses to predictor variables is designated as the fraud class. In panel B, the four clusters are combined to maximize the number of positive responses in one of the final two clusters, and this cluster is designated as the fraud class.
final clusters, which is then designated as the fraud class.\textsuperscript{10} Panel B in Table 7 shows the classification accuracies under this approach. The fraud class accuracy is slightly increased with the nonfraud class accuracy and overall accuracy further reduced.

Table 8 shows the cross-classification between PRIDIT and cluster analysis under both matching approaches. We can see that the two unsupervised methods agree with each other on the majority of the claims.

Although PRIDIT and cluster analysis give consistent classification results for the insurance fraud data set, several difficulties hinder the use of cluster analysis in this type of classification tasks. First, as we discussed above, there is no guaranteed “correct” match between clusters and target classes (e.g., fraud and nonfraud class), especially when the optimal number of clusters does not equal the number of target classes.

Second, in cluster analysis, it is more difficult and less intuitive to determine variable importance and obtain variable weights in the numerical form,\textsuperscript{11} making it difficult to interpret results and to incorporate them into further analyses. By contrast, PRIDIT assigns numerical weights to predictor variables and yields a summative PRIDIT score for each claim file based on which classifications are drawn. These numerical PRIDIT scores are easily correlated with exogenous variables and can also be used to rank the claim files to ascertain which claims should be further investigated and which should be paid promptly. Such a ranking is difficult with cluster analysis, and yet it is the most important component of the insurance fraud detection problem. Additionally, it is difficult to control the size of each cluster, which means that unlike PRIDIT we cannot make use of the fraud rate parameter even when it is known.

Another prevalent unsupervised classification method is the unsupervised Kohonen’s feature map. This method is widely applicable and has been previously used to identify fraudulent insurance claims (Brockett, Xia, and Derrig 1998). However, this method has two considerable drawbacks. First, this method produces ambiguous graph-based results. The interpretation of these graphic results usually lacks of objectivity and precision. It is also quite difficult to conduct any follow-up in-depth analysis based on these results. Second, this method is computationally intensive. As a result, although the

<table>
<thead>
<tr>
<th>Panel A: Two clusters produced</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>PRIDIT nonfraud</td>
<td>533</td>
<td>136</td>
</tr>
<tr>
<td>PRIDIT fraud</td>
<td>20</td>
<td>710</td>
</tr>
<tr>
<td>Total count</td>
<td>553</td>
<td>846</td>
</tr>
<tr>
<td>Total agreement</td>
<td>88.85%</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Panel B: Four clusters produced and combined into two clusters</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>PRIDIT nonfraud</td>
<td>490</td>
<td>179</td>
</tr>
<tr>
<td>PRIDIT fraud</td>
<td>11</td>
<td>719</td>
</tr>
<tr>
<td>Total count</td>
<td>501</td>
<td>898</td>
</tr>
<tr>
<td>Total agreement</td>
<td>86.42%</td>
<td></td>
</tr>
</tbody>
</table>

\textbf{Table 8}

\textbf{Cross-Classification between PRIDIT and Cluster Analysis (Entire Data Set)}

\textit{Note:} In panel A, the two clusters and the two classes are matched so that the cluster with more positive responses to predictor variables is designated as the fraud class. In panel B, the four clusters are combined to maximize the number of positive responses in one of the final two clusters, and this cluster is designated as the fraud class.

\textsuperscript{10} Because the fraud labels are available in this data set, one other approach is to match the clusters and the classes so as to maximize the overall classification accuracies of cluster analysis (however, notice that we are using information beyond the predictor variables in this case). For this data set, this alternative assignment with two clusters results in the same matching as presented in the text. However, the four clusters experiment results in high overall accuracy but low fraud class accuracy.

\textsuperscript{11} The weights may be exogenously supplied and incorporated using a modified Mahalanobis distance type of formula for clustering (Mahalanobis 1936).
neural network method may be employed to provide some heuristic insights into the claims investigation process, it may not be a good candidate for insurance companies to establish an automated and consistent claims screening process for potential fraud cases. Interested readers are referred to Brockett, Xia, and Derrig (1998) for details of this method.

5. The Value of Using Continuous Predictor Variables and Robustness

Because all predictor variables could be made binary, the question arises as to why one might want to extend the method described in Brockett et al. (2002) for binary variables to ordinal discrete and continuous variables. This section shows that classification performance can be much reduced if continuous variables are made binary. The AIB insurance fraud data set used earlier contains only binary predictors, so here we use a different data set to exhibit the performance gain to be expected by incorporating continuous, ordinal discrete, and binary variables all in a single model. The ADULT database (a census income data set) from UCI Machine Learning Repository12 will be used for this illustration. We also use this data set to show that the usefulness of the PRIDIT method extends beyond the insurance fraud detection context.

5.1 Data Description

Similar to fraud detection, the ADULT database aims at a binary classification task (an income level classification). It has a combination of continuous and categorical predictor variables as well as known income classifications and has been widely used to test different algorithms.13

This data set contains 45,222 individuals with their income classes. It has been predivided to data set C and data set D by a 2/3 (30,162 cases), 1/3 (15,060 cases) random split. There are 14 census variables that could be used as predictors of income class, six of which are continuous and eight of which are categorical. Because the PRIDIT method requires ordinal predictor variables, we select five continuous predictors and four ordinal categorical predictors to use in our analyses. The continuous predictors are age, education, working hours per week, capital gain, and capital loss; the categorical predictors are sex, race, work class, and occupation.14

The PRIDIT classifications of data sets C and D are presented in Table 9. Note that as for the insurance fraud data set, variable scores and variable weights are calculated within data set C and directly applied to classify data set D. The performance of PRIDIT on this data set is similar to that obtained on the insurance fraud data set.

Table 9

| PRIDIT Classification Accuracies against True Income Classification |
|--------------------------|--------------------|--------------------|
|                          | High-Income Class | Low-Income Class   | Overall  |
| Panel A: Data set C      |                    |                    |          |
| Accuracy                 | 71.16%             | 60.61%             | 63.24%   |
| Percentage of high-income individuals | 24.89  |                  |
| Panel B: Data set D      |                    |                    |          |
| Accuracy                 | 71.54%             | 60.48%             | 63.20%   |
| Percentage of high-income individuals | 24.57  |                  |

12 For details, see UCI Machine Learning Repository (2008).
14 To ensure an intuitive rank order of responses for the categorical variables, we collapsed the original 14 categories and seven categories of responses for the predictors occupation and work class to four categories and five categories, respectively. We have also run a logistic regression to check the rank order of variables and found that the intuitive ordering is consistent with the logistic regression results. Detailed variable descriptions are in the data dictionary for the Current Population Survey from U.S. Census Bureau (2008).
### 5.2 Desire for a Unified Method: Effects of Discretizing Continuous Predictor Variables

In this subsection we examine the value of developing a unified PRIDIT method incorporating both continuous and ordinal categorical predictors. More specifically, we design an experiment in which continuous predictors are transformed into binary ones to investigate the potential performance loss. To single out the impact of continuous variables, only the five continuous variables are used for classification. Table 10 shows that high income class accuracies are lower as compared to using all predictors.

Based on intuitive cutoff criteria, these continuous predictor variables are turned into binary variables (the original monotonic relationship remains through this binary transformation). The specific cutoff points are listed in Table 11. Table 12 presents the PRIDIT performance using the transformed variables. Both the overall accuracy and the high-income class (event class) accuracy drop dramatically (10 percentage points and 20 percentage points, respectively) as compared to keeping the continuous predictors.
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**Table 10**

<table>
<thead>
<tr>
<th></th>
<th>High-Income Class</th>
<th>Low-Income Class</th>
<th>Overall</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Panel A: Data set C</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Accuracy</td>
<td>66.60%</td>
<td>65.83%</td>
<td>66.02%</td>
</tr>
<tr>
<td>Percentage of high-income individuals</td>
<td>24.89</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Panel B: Data set D</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Accuracy</td>
<td>66.30%</td>
<td>64.77%</td>
<td>65.15%</td>
</tr>
<tr>
<td>Percentage of high-income individuals</td>
<td>24.57</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Table 11**

<table>
<thead>
<tr>
<th>Predictor Variable</th>
<th>Age</th>
<th>Capital Gain</th>
<th>Capital Loss</th>
<th>Working Hours per Week</th>
<th>Education (Years)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Transformed variable Value = 1 if</td>
<td>&lt;50</td>
<td>=0</td>
<td>=0</td>
<td>&lt;40</td>
<td>&lt;13</td>
</tr>
<tr>
<td>Transformed variable Value = 0 if</td>
<td>≥50</td>
<td>&gt;0</td>
<td>&gt;0</td>
<td>≥40</td>
<td>≥13</td>
</tr>
</tbody>
</table>

**Table 12**

<table>
<thead>
<tr>
<th></th>
<th>High-Income Class</th>
<th>Low-Income Class</th>
<th>Overall</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Panel A: Data set C</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Accuracy</td>
<td>44.14%</td>
<td>59.31%</td>
<td>55.54%</td>
</tr>
<tr>
<td>Percentage of high-income individuals</td>
<td>24.89</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Panel B: Data set D</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Accuracy</td>
<td>43.92%</td>
<td>58.68%</td>
<td>55.05%</td>
</tr>
<tr>
<td>Percentage of high-income individuals</td>
<td>24.57</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
6. Conclusion

Brockett et al. (2002) presented an unsupervised classification method for predicting automobile insurance fraud and applied the method to a collection of binary “red flag indicator” variables. In this paper we have extended this method to incorporate all levels of ordinal predictor variables including binary, ordinal categorical variables with various different numbers of response categories, and continuous variables. We have shown that this extension improves the performance of the method. More specifically, after extending the scoring method known as RIDIT scoring from the epidemiological literature (Bross 1958) to accommodate continuous as well as ordinal categorical variables, we show how to concatenate the predictor variables so as to obtain measures of predictor variable importance, and how to obtain an overall claim file measure of fraud suspicion. The proofs of the main results are obtained in the general case using Lebesgue-Stieltjes integration, which extends as well as simplifies previous proofs.

By developing a data-based classification function that can be applied to existing and new claims, fraud examiners can continuously and in an automated manner monitor fraud levels (useful because of the huge number of claims files daily) and signal suspicious claims as they come in. The metric of overall claim file fraud suspicion level or risk allows the fraud investigator to rank claims to best allocate resources to the most suspicious ones and pay the vast majority of apparently valid claims. The measure of the importance of each individual predictor in assessing the suspicion level makes that only the most important variables need to be gathered and focused on. We can also investigate the association of the fraud suspicion level with other variables (e.g., geographic location of the claimant, the involvement of high claim volume attorneys and physicians) to determine additional predictor variables that might be added to claim files in the future to improve detection performance or aid in negotiating settlements. Because the method is unsupervised, it is relatively costless to update the analysis when fraud techniques used by fraudsters change over time.

The empirical performance of our method was assessed relative to other unsupervised classification methods and was externally validated by comparing the classification performance to that might have been obtained if the true fraud labels of claims had been known. We have shown statistically that exploiting the interrelation of the individual predictor variables allowed us to concatenate the “hints” about fraud contained in the individual predictor variables in such a way that very little was lost by not knowing the dependent variable value in statistical classification. With much less required information and thus lower learning cost, this method does well in identifying cases in the target class and is a valuable alternative to standard supervised models for applications such as insurance fraud detection.
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15 Discretization of continuous predictor variables also results in information and performance loss for supervised methods. We have performed a similar set of analysis for logistic regression using both a default classification threshold of \( p = 0.5 \) and one suggested by the actual data (see Section 4.4.1 for discussions on threshold selection). The data binning criteria are the same as in Table 11. A similar effect of discretization on the performance as shown in Tables 10 and 12 for PRIDIT was seen for logistic regression using either threshold. Results are untabulated to conserve space and are available upon request.
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